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A B S T R A C T
Wireless Sensor Networks (WSNs) provide infrastructure for Various environments and appli-

cations that require these sensors must operate in, leading to many challenges, including energy.
An Energy-Efficient Edge Routing Protocol (EEERP) has been presented in this paper, the proposed
protocol addresses the critical challenge of energy efficiency by leveraging edge sensor nodes(ESNs)
strategically positioned at the borders of clusters to act as gateways. The proposed protocol increases
the efficiency of whole network by introduce ESNs that facilitate efficient data transmission between
sensor nodes and the Base Station(BS). The process of node selection take into consideration
in EEERP, where the node with low energy level automatically assigned new ESN, to ensuring
continuous network operation and optimal performance. Analysis of the EEERP results validate
through MATLAB simulation to compareing it against established protocols such as the performance
efficient data aggregation protocol(PEDAP) and high quality of service routing algorithm(HQRA).
The results show that EEERP significantly enhances energy efficiency, network stability, and overall
operational lifespan. The reliability of the WSN increases as demonstrated in results based dynamic
clustering with gateways at cluster border-based ESNs.

1. Introduction
Recent developments in wireless communication have

created low-cost, low-energy, multi functional sensors.
These tiny sensors possess modest signal processing, com-
munication capabilities, and detecting abilities (i.e., light,
temperature, etc.) [1, 2]. However, Wireless Sensor Net-
works (WSNs) differ from conventional wireless and ad
hoc networks due to these energy and size constraints.
Consequently, to extend the network’s lifetime critical
for scenarios like military field observations and habitat
monitoring new protocols emphasizing power efficiency
must be created based on their applications [3–6].

Integrating Internet of Things (IoT) technologies in
modern industrial processes is pivotal in enhancing opera-
tional efficiency and real-time data monitoring. A common
challenge in these settings is the physical feasibility of
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connecting numerous sensors via a wired network, which
can often be impractical due to spatial and economic
constraints. Wireless IoT devices emerge as a robust so-
lution, offering efficient data communication and flexible
network configuration. In such systems, sensor-equipped
nodes with wireless transceivers collect data and transmit
packets to a central Base Station (BS), where sophisticated
data processing and system evaluations are conducted.

This paper explores various strategies to enhance the
energy efficiency of WSNs based on different paradigms,
such as routing approaches. The authors propose an
energy-efficient protocol based on ESNs and cluster tech-
niques [7]. Clustering algorithms, such as the Low Energy
Adaptive Clustering Hierarchy (LEACH), have emerged
as a significant method for reducing energy consumption
[8]. LEACH introduces a dynamic clustering mechanism
where nodes are periodically elected as cluster heads,
ensuring an even distribution of network energy consump-
tion, thereby delaying the depletion of any single node’s
battery.

A cluster head’s primary responsibility is collecting
data from the nodes within its cluster. Since nodes are
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typically closer to their cluster heads than the BS, this
localized communication requires less energy. The cluster
head performs data aggregation compressing incoming
data from various nodes into a single message, signifi-
cantly reducing the volume of data transmitted to the BS,
thereby conserving energy further.

By minimizing the distance over which individual
nodes transmit data and reducing the payload size through
aggregation, LEACH effectively decreases the overall en-
ergy expenditure of the network. This enhances the net-
work’s operational efficiency and substantially extends its
lifespan compared to networks where nodes transmit col-
lected data directly to the BS without intermediate sensor
aggregation.

Several improvements and optimizations to enhance
energy usage and network performance have been pro-
posed in subsequent research, which has built upon the
foundation established by LEACH [9]. These studies have
explored dynamic cluster head selection algorithms, adap-
tive duty cycling, and energy-efficient routing protocols,
highlighting their importance and effectiveness in manag-
ing the energy constraints of wireless IoT networks.

Many use cases of WSN based on energy consumption
have been identified in [10, 11], including:

1. Low power based on hardware design:
• Sensing transducer;
• A/D Converter;
• Computation unit;

2. Data aggregation;
3. Security mechanism;
4. Communication overhead:

• Routing Protocols; Traditional routing pro-
tocols like Ad Hoc On-Demand Distance
Vector (AODV) or Dynamic Source Routing
(DSR) require the exchange of routing tables
or control packets at regular intervals. This
continuous communication overhead leads to
increased energy consumption, especially in
large-scale networks with frequent changes in
network topology.

• Control messages; Sensor nodes may need to
exchange control messages for network man-
agement functions, including neighbor discov-
ery, connection quality evaluation, and route
optimization. These control signals use more
energy and bandwidth, especially if broadcast
or propagated over the network.

• Synchronization Maintaining synchronization
among sensor nodes is crucial for schedul-
ing time division multiple access (TDMA),
data fusion, and coordination of distributed

algorithms. However, synchronization mecha-
nisms often require periodic messages or bea-
con exchanges, leading to energy overhead.

• Reliable communication WSNs often involve
the exchange of acknowledgments (ACKs) and
retransmissions to ensure message delivery.
This process introduces overhead regarding
additional message exchanges and processing,
which can consume significant energy, espe-
cially in noisy or unreliable wireless environ-
ments.

• Network Management: Tasks such as address
assignment, channel allocation, and network
reconfiguration also contribute to communica-
tion overhead in WSNs. These management
tasks require additional signaling and coordi-
nation among sensor nodes, increasing energy
consumption.

The concept of clusters based on Edge Sensor Nodes
(ESN) has been considered in developing a new protocol
called the Energy-Efficient Edge Routing Protocol EEERP.
The key contributions of paper:

• Integration of Edge Sensor Nodes (ESNs): EEERP
introduces ESNs as gateways at cluster borders,
reducing energy consumption and improving data
transmission efficiency in WSNs.

• Dynamic Node Selection Process: A unique mecha-
nism in EEERP automatically updates ESN assign-
ments based on node energy levels, that leads to
enhanced network lifespan and reliability through
extensive simulations, EEERP demonstrates supe-
rior performance, achieving a 15% improvement in
network lifespan and up to 98.7% reliability com-
pared to existing protocols.

The rest of the paper is organized as follows. The re-
lated work is summarized in Section 2. Routing Protocols
for WSN is provided by Section 3. The system model
presented by Section 4. In Section 5, proposed routing
algorithm based-on ESN. Next section 6 performance eval-
uate the routing algorithms and numerical results also take
into consideration. Finally, Section 7 concludes the paper.

2. Related Work
2.1. Greedy Routing Algorithms

In networking, routing is a significant algorithmic is-
sue. A great deal of effort has gone into developing effec-
tive routing algorithms. However, for some networks (e.g.,
WSNs), traditional routing strategies could be more prac-
tical due to inefficiency in space and high setup overhead.
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Figure 1: Greedy Packet forwarding with local minimum situa-
tion [12]

Geometric routing has been suggested as an alternative.
Geometric routing computes the routing paths using the
geometric coordinates of the vertices. Greedy routing is
the simplest type of geometric routing; a vertex forwards
messages to a neighbor closer to the destination than itself.
Greedy routing methods are theoretically straightforward
and construct routing paths using local coordinate infor-
mation but can only sometimes ensure that messages are
delivered [12, 13].

The packet addressed to the sink is dropped at node A
since every node within its transmission range is moving
backward, even though the greedy routing algorithm can-
not ensure packet delivery [14], even if a path exists, as
illustrated in Figure 1.
2.2. Basic One-hop Strategies

In WSNs, one-hop strategies allow neighboring nodes
to communicate directly within a single-hop range, facili-
tating efficient data transmission. Neighbor discovery and
packet forwarding using a greedy strategy proposed by
[15] apply the same concept but take distance into account
rather than progress. The source forwards the packet to the
neighbor node closest to the sink node. Compass routing
aims to reduce Euclidean path length by using this method.
2.3. Basic Multi-hop Strategies

WSNs use multi-hop strategies to transmit data pack-
ets through multiple intermediate nodes before reaching
the destination node [9]. These strategies are essential in
extending the communication range, improving network
coverage, and conserving energy, compared to direct one-
hop communication [16]. Nodes close to the sink quickly
deplete their batteries compared to nodes at the source
because they have to send a lot of data traffic from pe-
ripheral nodes to the sink in multi-hop networks. Usually,
their batteries are not replaceable since Nodes located
closer to the sink tend to have their batteries drained faster
compared to nodes that are located farther away because
they have to handle a more significant amount of data
traffic that is being transmitted from peripheral nodes to the
sink in multi-hop networks. Moreover, their batteries are
usually not replaceable since there are many dead nodes,
and the process of replacing batteries is both costly and
time-consuming [17]. The presence of dead nodes in the

network leads to an increased data loss rate and reduces
the network’s lifespan.

3. Routing Protocols for WSNs
In WSN, routing algorithms ensure that collected data

is transmitted from sensor nodes to the BS through dif-
ferent paths efficiently, optimizing energy consumption
and network bandwidth. Developing and implementing
efficient routing protocols is crucial given the limitations
typically associated with WSNs, such as limited battery
life and scalability issues. Various factors, such as the lim-
ited energy, processing, and storage capabilities of sensor
nodes pose challenges in developing and implementing
routing algorithms. These factors should be considered
when designing WSN routing protocols to be adaptable,
scalable, and energy-efficient, ensuring long network life-
times and reliability [18].
3.1. Energy-based Routing

Energy efficiency is essential in designing and oper-
ating WSNs regarding energy resources. It aims to ex-
tend the sensor’s network lifetime by minimizing energy
consumption while maintaining satisfactory network per-
formance [19]. These protocols consider factors such as
transmission distance, data aggregation, sleep scheduling,
and routing path selection to optimize energy usage. Re-
searchers have proposed energy-efficient routing protocols
considering node proximity [20,21], data aggregation, and
transmission power control to minimize energy consump-
tion while meeting the quality of service requirements.
Moreover, energy-aware routing protocols in WSNs often
include techniques such as multipath routing, where data
is transmitted through multiple paths to balance energy
consumption across nodes and increase network reliability.
Various energy-efficient routing algorithms have been pre-
sented in the literature to address the energy constraints in
WSNs. These algorithms optimize routing paths, minimize
energy consumption, and improve network performance
[22]. These algorithms extend the network lifetime and
improve overall performance by selecting optimal paths,
minimizing data transmission distances, and reducing un-
necessary energy consumption.

4. System Model
Figure 2 depicts a potential WSN configuration [18].
1. The authors assume that data is transferred to the BS

via the ESN via a single-source node.
2. All sensor nodes communicate with BS, but the

sensor node sends the data it has acquired to BS via
ESN.

3. There’s one BS on the network.
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4. All the ESN communicates with the BS in the area
of WSN through a single-hop connection.

5. The BS is connected to the energy supply.
6. There are N sensor nodes in total, and their locations

are fixed.
7. The Rayleigh fading model yields the following

probability of a successful packet between two
nodes [23]:

𝑃𝑖,𝐸𝑆𝑁 = exp
(

− 𝜃𝜎2

𝑔𝑖𝑑−𝑛𝑖𝐸𝑆𝑁

)

(1)

where :
𝜃: is a threshold parameter that may vary depend-
ing on the Signal -to-Noise ratio (SNR) needed to
receive a signal.
𝜎2 : power of noise in the channel.
𝑔𝑖 : gain at node 𝑖, possibly including factors like
antenna gains.
𝑑𝑖,𝐸𝑆𝑁 : distance(m) between node 𝑖 and node
𝐸𝑆𝑁 .
𝑛: path loss exponent, reflecting how the signal
power decreases with distance in the propagation
environment. (−𝑛) indicates the inverse power law
of signal attenuation with 𝑑𝑖,𝐸𝑆𝑁 distance.

8. To calculate how energy is distributed in the pro-
posed model

9. Energy of Transmission: the transmission energy
from node 𝑖 to 𝐸𝑆𝑁 node transmite a k-bit based on
𝑑𝑖,𝐸𝑆𝑁 can be compute as [24], and after modifying
equations 2 and 3 in [25] to be suitable with a new
method based on ESN. The energy dissipation of
the radio in the designated radio model to power
the transmitter or receiving circuitry is equal to
𝐸𝑇𝑥𝑒𝑙𝑒𝑐 = 50𝑛𝐽∕𝑏𝑖𝑡, and equivalent to operating the
transmit amplifier 𝐸𝑇𝑥𝑎𝑚𝑝 = 100𝑝𝐽∕𝑏𝑖𝑡∕𝑚2:

𝐸𝑇𝑥 (𝑘, 𝑑) = 𝐸𝑇𝑥𝑒𝑙𝑒𝑐(𝑘) + 𝐸𝑇𝑥𝑎𝑚𝑝(𝑘, 𝑑)

𝐸𝑖,𝐸𝑆𝑁 (𝑘) = 2 ∗ 𝐸𝑇𝑥𝑒𝑙𝑒𝑐 ∗ 𝑘 + 𝐸𝑇𝑥𝑎𝑚𝑝 ∗ 𝑘 ∗ 𝑑2𝑖,𝐸𝑆𝑁
(2)

Hence,𝑘, representing a 𝑘 − 𝑏𝑖𝑡 message over a
distance 𝑑.

𝐸′
𝑖 (𝑘) = 𝐸𝑇𝑥𝑒𝑙𝑒𝑐 ∗ 𝑘 + 𝐸𝑇𝑥𝑎𝑚𝑝 ∗ 𝑘 ∗ 𝑑2𝐸𝑆𝑁,𝑏 (3)

Where 𝐸𝑖,𝐸𝑆𝑁 is energy of transmission between
any node 𝑖within cluster and ESN the border of clus-
ter, on another hand, 𝐸′

𝑖 is energy of transmission
between node i and the BS, 𝑑𝑖,𝐸𝑆𝑁 is the distance
between node 𝑖 and border node ESN, and 𝑑𝐸𝑆𝑁,𝑏is the distance between node 𝑖 and the BS. For the
duration of the system lifespan, it may be beneficial

Base Station

Edge Sensor Node

Figure 2: Routing path through ESN communication in WSN

to increase the number of transmissions to the BS
since 𝐸′

𝑖 is smaller than 𝐸𝑖,𝐸𝑆𝑁 when the period
with 𝐸𝑇𝑥𝑎𝑚𝑝 is significantly smaller than the term
with 𝐸𝑇𝑥𝑒𝑙𝑒𝑐 . The energy consumption for transmit-
ting a message includes both the energy required
for the actual transmission of the message and the
energy needed for the reception of ACK message.
When a node transmits a packet to ESN, it expends
energy for its transmission and the potential recep-
tion of an ACK packet from the recipient node.
Therefore, the energy consumption for the transmis-
sion of the packet is effectively doubled to account
for both the transmission and reception processes.
On the other hand, when a node transmits a packet
from ESN to the BS, it does not expect an ACK
packet from the BS. Hence, the energy consumption
for transmitting a packet to the BS is not doubled as
shown in (3).

Figure 2 illustrates the routing path through multi-
hop communication in a WSN. The diagram shows ESN
connected to a BS via dashed lines, indicating the multi-
hop nature of the communication path.
4.1. Energy model

The energy dissipation in direct transmission and min-
imum transmission-energy routing are compared in [24],
and it is shown that when the BS is far from the nodes,
the optimal system must include a combination of both.
The authors suggest a two-level clustering hierarchy-based
routing strategy, where all other nodes find the nearest
cluster-head to the BS to send their data to, and the number
of nodes (cluster heads) that transmit data to the BS is
limited to 5% [23]. To increase the system lifetime, the
cluster heads are selected at random.
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5. Proposed Routing Algorithm based on
ESN

Algorithm 1 (EEERP) Pseudocode
1: Data Structures:
2: ENInfo: Address () and Remaining Energy () of an edge node
3: EEERP Class:
4: EN: Map storing edge nodes’ info
5: isEN(): Check if a node is an edge node
6: updateENE(,): Update energy level of an edge node ( =

energy consumed)
7: Algorithm Overview:
8: Initialization:
9: Initialize EN to store edge node information

10: Identify edge nodes based on network topology or criteria
11: Identify the BS
12: Route Request (RREQ) Handling:
13: On RREQ Receive:
14: 1. Check EN Status: Determine if source node is an edge node

(isEN())
15: 2. Select Optimal ESN:
16: if sensor node is located between two ESNs then
17: Dynamically select the most energy-efficient ESN based on:
18:
19: quad a. Distance to the SN
20: b. Remaining energy of each ESN
21: c. Signal strength
22: Update routing table for the selected ESN
23: Adjust path cost based on remaining energy

(updateENE(,))
24: end if
25: Forwarding RREQ:
26: if current node is an edge node then
27: Forward RREQ to the next hop
28: else
29: Drop RREQ
30: end if
31: Route Reply (RREP) Handling:
32: On RREP Receive:
33: 1. Check EN Status: Determine if the previous hop is an edge node

(isEN())
34: 2. Update Route Table:
35: if previous hop is an edge node then
36: Update routing table for the edge node
37: Adjust path cost based on remaining energy

(updateENE(,))
38: end if
39: Forwarding RREP:
40: if current node is an edge node then
41: Forward RREP to the next hop towards the source
42: else
43: Drop RREP
44: end if
45: Data Transfer:
46: On Data Packet Send:
47: if current node is an edge node then
48: if destination is BS then
49: Forward data packet to the next edge node towards BS
50: else
51: Forward the data to the next hop
52: end if
53: else
54: Drop data packet and re-initialize the path
55: end if

5.1. Energy Computation in EEERP Protocol
The EEERP protocol integrates principles from both

High Quality of Service Routing Algorithm(HQRA) [26]
and Ad-Hoc On-Demand Distance Vector (AODV) [27] to
optimize energy consumption, however the protocol starts
with an initial energy setup similar to HQRA, ensuring all
nodes have the same starting energy level. Route Selec-
tion: Routes are selected using an entropy-based energy
distribution method, which helps in balancing the energy
usage across the network. The EEERP protocol adapts
HQRA principles by utilizing ESN between clusters. This
approach allows for efficient energy computation by dy-
namically choosing between direct and two-hop paths for
data transmission as shown in figure 2. Here’s how energy
is computed:
5.1.1. Initial Energy Setup

Each node starts with an initial energy level(all nodes
have the same energy level, including ESN) 𝐺𝑖.
5.1.2. Energy Distribution and Entropy Calculation

The energy state of the network is characterized using
entropy to maximize network lifespan and the network’s
energy distributions  will be computed using:

𝑖 =
𝐺𝑖

∑

|𝑉 |

𝑗=1𝐺𝑗

, where |𝑉 | is the total number of nodes.

(4)
The entropy-like measure is given by:

𝐻 =
|𝑉 |

∑

𝑖=1
𝑖 log𝑖 (5)

A higher entropy indicates an evenly distributed energy
state [26].
5.1.3. Transmission Energy Consumption via Edge

Nodes
In EEERP, energy is consumed differently based on the

path chosen:
1. Direct to BS: The energy required to transmit di-

rectly to the BS is:
𝑔𝑑𝑖𝑟𝑒𝑐𝑡 = 𝑔0 ⋅ 𝑑

𝜒
𝑖,𝐵𝑆 (6)

where:
• 𝑔0: Baseline energy consumption.
• 𝑑𝑖,𝐵𝑆 : Distance between node 𝑖 and the BS.
• 𝜒 : Path-loss exponent.

2. Through Edge Nodes: Using an edge node to relay
data reduces energy consumption:

𝑔𝑡ℎ𝑟𝑜𝑢𝑔ℎ = 𝑔0 ⋅ 𝑑
𝜒
𝑖,𝑒𝑑𝑔𝑒 + 𝑔0 ⋅ 𝑑

𝜒
𝑒𝑑𝑔𝑒,𝐵𝑆 (7)

where:
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Figure 3: Optimal Path in EEERP with ESN and Cluster Communication

• 𝑑𝑖,𝑒𝑑𝑔𝑒: Distance from node 𝑖 to the edge node.
• 𝑑𝑒𝑑𝑔𝑒,𝐵𝑆 : Distance from the edge node to the

BS.
This routing strategy saves energy compared to direct
communication as shown in Figure 3.
5.2. Reliability and Fading Model

The Rayleigh fading model [23] calculates the proba-
bility of successful delivery via edge nodes:

𝑃𝑡ℎ𝑟𝑜𝑢𝑔ℎ = 𝑃𝑖,𝑒𝑑𝑔𝑒 ⋅ 𝑃𝑒𝑑𝑔𝑒,𝐵𝑆 (8)
where:

• 𝑃𝑖,𝑒𝑑𝑔𝑒 is the probability of successful delivery from
node 𝑖 to the edge cluster node using the Rayleigh
fading model.

• 𝑃𝑒𝑑𝑔𝑒,𝐵𝑆 is the probability of successful delivery
from the edge cluster node to the BS, also calculated
using the Rayleigh fading model.

In wireless communication, the Rayleigh fading model
is used to describe the effect of multipath propagation
on the signal. This model is particularly suitable for
environments where there are many obstacles, causing

multiple scattered paths for the signal to reach the receiver.
The probability of successful delivery 𝑃𝑖,𝑒𝑑𝑔𝑒 and

𝑃𝑒𝑑𝑔𝑒,𝐵𝑆 can be derived from the signal-to-noise ratio
(SNR) and bit error rate (BER) using the Rayleigh fading
model. Given that the success of a transmission depends
on both the link from node 𝑖 to the edge node and from the
edge node to the BS, the overall probability of successful
delivery 𝑃𝑡ℎ𝑟𝑜𝑢𝑔ℎ is the product of the individual probabil-
ities.
Proof. : Probability of Successful Delivery from Node 𝑖 to
Edge Node (𝑃𝑖,𝑒𝑑𝑔𝑒):

𝑃𝑖,𝑒𝑑𝑔𝑒 = 𝑒
− 𝑡ℎ

̄𝑖,𝑒𝑑𝑔𝑒 (9)
where 𝑡ℎ is the threshold SNR required for successful
communication, and ̄𝑖,𝑒𝑑𝑔𝑒 is the average SNR of the link
from node 𝑖 to the edge node.

Probability of Successful Delivery from Edge Node to
BS (𝑃𝑒𝑑𝑔𝑒,𝐵𝑆 ):

𝑃𝑒𝑑𝑔𝑒,𝐵𝑆 = 𝑒
− 𝑡ℎ

̄𝑒𝑑𝑔𝑒,𝐵𝑆 (10)
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where 𝑡ℎ is the threshold SNR required for successful
communication, and ̄𝑒𝑑𝑔𝑒,𝐵𝑆 is the average SNR of the
link from the edge node to the BS.

Overall Probability of Successful Delivery (𝑃𝑡ℎ𝑟𝑜𝑢𝑔ℎ):
Since the transmissions are independent, the overall prob-
ability of successful delivery through the edge node is the
product of the individual probabilities:

𝑃𝑡ℎ𝑟𝑜𝑢𝑔ℎ = 𝑃𝑖,𝑒𝑑𝑔𝑒⋅𝑃𝑒𝑑𝑔𝑒,𝐵𝑆 =

(

𝑒
− 𝑡ℎ

̄𝑖,𝑒𝑑𝑔𝑒

)

⋅

(

𝑒
− 𝑡ℎ

̄𝑒𝑑𝑔𝑒,𝐵𝑆

)

𝑃𝑡ℎ𝑟𝑜𝑢𝑔ℎ = 𝑒
− 𝑡ℎ

̄𝑖,𝑒𝑑𝑔𝑒
− 𝑡ℎ

̄𝑒𝑑𝑔𝑒,𝐵𝑆

Therefore, the equation 𝑃𝑡ℎ𝑟𝑜𝑢𝑔ℎ = 𝑃𝑖,𝑒𝑑𝑔𝑒 ⋅ 𝑃𝑒𝑑𝑔𝑒,𝐵𝑆holds under the Rayleigh fading model, demonstrating
that the overall probability of successful data transmission
through the network is the product of the probabilities of
the individual links. This product reflects the cumulative
effect of the fading model on the communication links
between nodes and from edge nodes to the BS, providing
a realistic estimate of network reliability under Rayleigh
fading conditions.

Power Efficient Data Collection and Aggregation Pro-
tocol (PEDAP) [25] optimizes energy consumption using
a minimum spanning tree, which can be robust against
fading by minimizing the overall transmission distance.
However, it does not explicitly address multipath fading
effects like the Rayleigh model. HQRA uses a hierarchical
structure to manage fading by limiting the communica-
tion range within quadrants but does not explicitly model
fading effects like Rayleigh fading. In contrast, EEERP
explicitly uses the Rayleigh fading model to calculate the
probability of successful delivery, enhancing reliability
through edge nodes.
5.3. Reliability and Fading Model for Multiple

Sensors
The Rayleigh fading model calculates the probability

of successful delivery via edge nodes:

𝑃𝑡ℎ𝑟𝑜𝑢𝑔ℎ =
𝑛
∏

𝑘=1

(

𝑃𝑘,𝑒𝑑𝑔𝑒 ⋅ 𝑃𝑒𝑑𝑔𝑒,𝐵𝑆
) (11)

where:
• 𝑃𝑘,𝑒𝑑𝑔𝑒 is the probability of successful delivery from

sensor node 𝑘 to the edge cluster node using the
Rayleigh fading model.

• 𝑃𝑒𝑑𝑔𝑒,𝐵𝑆 is the probability of successful delivery
from the edge cluster node to the BS , also calculated
using the Rayleigh fading model.

• 𝑛 is the number of sensor nodes sending data to the
BS.

In wireless communication, the Rayleigh fading model
is used to describe the effect of multipath propagation on
the signal. This model is particularly suitable for environ-
ments where there are many obstacles, causing multiple
scattered paths for the signal to reach the receiver.

The probability of successful delivery 𝑃𝑘,𝑒𝑑𝑔𝑒 and
𝑃𝑒𝑑𝑔𝑒,𝐵𝑆 can be derived from the SNR and bit error rate
(BER) using the Rayleigh fading model. Given that the
success of a transmission depends on both the link from
node 𝑘 to the edge node and from the edge node to the BS,
the overall probability of successful delivery 𝑃𝑡ℎ𝑟𝑜𝑢𝑔ℎ is the
product of the individual probabilities.
Proof. Probability of Successful Delivery from Sensor
Node as shown in equation 9 and Probability of Successful
Delivery from Edge Node to BS as shown in equation 10,
Overall Probability of Successful Delivery for Multiple
Sensors (𝑃𝑡ℎ𝑟𝑜𝑢𝑔ℎ): Since the transmissions are indepen-
dent, the overall probability of successful delivery through
the edge node for multiple sensors is the product of the
individual probabilities:

𝑃𝑡ℎ𝑟𝑜𝑢𝑔ℎ =
𝑛
∏

𝑘=1

(

𝑃𝑘,𝑒𝑑𝑔𝑒 ⋅ 𝑃𝑒𝑑𝑔𝑒,𝐵𝑆
)

=
𝑛
∏

𝑘=1

(

𝑒
− 𝑡ℎ

̄𝑘,𝑒𝑑𝑔𝑒 ⋅ 𝑒
− 𝑡ℎ

̄𝑒𝑑𝑔𝑒,𝐵𝑆

) (12)

𝑃𝑡ℎ𝑟𝑜𝑢𝑔ℎ =
𝑛
∏

𝑘=1
𝑒
− 𝑡ℎ

̄𝑘,𝑒𝑑𝑔𝑒
− 𝑡ℎ

̄𝑒𝑑𝑔𝑒,𝐵𝑆

𝑃𝑡ℎ𝑟𝑜𝑢𝑔ℎ = 𝑒
−
∑𝑛

𝑘=1

(

Γ𝑡ℎ
�̄�𝑘,𝑒𝑑𝑔𝑒

+ 𝛾𝑡ℎ
�̄�𝑒𝑑𝑔𝑒,𝐵𝑆

)

Therefore, the equation 𝑃𝑡ℎ𝑟𝑜𝑢𝑔ℎ =
∏𝑛

𝑘=1
(

𝑃𝑘,𝑒𝑑𝑔𝑒 ⋅ 𝑃𝑒𝑑𝑔𝑒,𝐵𝑆
) holds under the Rayleigh

fading model, demonstrating that the overall probability
of successful data transmission through the network is
the product of the probabilities of the individual links.
This product reflects the cumulative effect of the fading
model on the communication links between nodes and
from edge nodes to the BS, providing a realistic estimate
of network reliability under Rayleigh fading conditions
when multiple sensors are involved.

6. Performance Evaluation
1. Standard AODV [27] is a reactive routing protocol

that discovers routes only when data needs to be
sent. It uses RREQ (Route Request) and RREP
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Table 1
The simulation parameters. [26]

Parameters name Value
Network size 100 m × 100 m
Number of sensor nodes N 30
Node distribution Clustered Distribution
Threshold Reliability of Networks 1 − 𝜖 = 0.92
Threshold 𝜃 = 10−2
Noise energy 𝜎 = 0.1
The smallest transmission energy Δ𝑔 = 10(𝜇𝐽 )
Initial energy in each sensor node 𝐺𝑖 = 𝐺0 = 10000(𝜇𝐽 )
Energy threshold for a dead node 𝜂 = 100(𝜇𝐽 )
𝐸𝑒𝑙𝑒𝑐 50 (nJ/bit)
The transmit amplifier 𝐸𝑎𝑚𝑝 100 (pJ/bit/m2)
Packet size k 5000 (bits)

(Route Reply) packets for on-demand route dis-
covery and RERR (Route Error) packets for route
maintenance.

• Strengths:Simple and efficient for small net-
works.

• Weaknesses: No explicit energy management,
leading to faster depletion of critical nodes.

2. HQRA Protocol [26]: is designed to maximize
network lifespan by finding the minimum energy
paths while meeting reliability constraints.

• Strengths: Maximizes network lifespan with
reliable paths using energy entropy.

• Weaknesses: Higher computational complex-
ity due to Bellman-Ford iterations.

3. PEDAP Protocol [25] PEDAP stands for Power Ef-
ficient Data Collection and Aggregation Protocol, a
protocol that optimizes data aggregation and routing
to extend the life of WSNs.

• Strengths: It constructs a minimum spanning
tree for optimized energy consumption, ex-
tends network lifetime through balanced load
distribution, and effectively reduces energy ex-
penditure via data aggregation.

• Weaknesses: Scalability challenges in large
networks, assumes a fixed BS location and in-
volves computational complexity in construct-
ing and maintaining the spanning tree.

4. EEERP Protocol:[proposed protocol] Energy-
Efficient Edge Routing Protocol EEERP improves
on standard AODV by optimizing routing paths
for energy efficiency while maintaining reliability.
It incorporates entropy-based energy management
principles from HQRA.

• Strengths: Combines energy-aware path selec-
tion with the simplicity of AODV, utilizing
edge nodes for efficient routing, leveraging
static nodes to conserve energy, and improving
data transmission reliability within clusters.

• Weaknesses: Requires additional computation
and control overhead to monitor energy levels
and manage routing paths.

6.1. Numerical Results
This section examines the lifespan of WSNs using

the proposed EEERP. The analysis involves studying the
energy consumption dynamics and the longevity of WSNs
based on different criteria. To better understand EEERP’s
performance, the results are compared with the PEDAP
algorithm and the HQRA Algorithm.

The authors using MATLAB for simulations with dif-
ferent parameters as shown in Table 1 to assess the per-
formance of these protocols under various conditions. The
results of these simulations will provide a comprehensive
understanding of the performance of the EEERP protocol.
Compared with PEDAP and HQRA, EEERP shows no-
table improvements in energy efficiency and network lifes-
pan. The MATLAB simulations underscore the robustness
and efficiency of EEERP under various conditions, demon-
strating its potential for practical deployment in WSNs. In
this section, the lifespan of WSN is investigated using the
proposed EEERP. This investigation involves analyzing
the dynamics of energy consumption and the longevity
of WSNs based on various criteria. To have a deeper
understanding of EEERP’s performance , the results are
compared with the PEDAP algorithm and HQRA protocol.

The MATLAB tool was developed for simulations to
evaluate the performance of these protocols under different
conditions. The results of these simulations provide a
comprehensive understanding of the EEERP protocol’s
performance. Compared with PEDAP and HQRA, EEERP
significantly improves energy efficiency and network lifes-
pan. The MATLAB simulations highlight the robustness
and efficiency of EEERP under various conditions, show-
casing its potential for practical deployment in WSNs.

Figure 4 compares the lifespan of the network, mea-
sured in rounds before the first node dies, across three
protocols: HQRA, PEDAP, and EEERP. The bar chart
shows that EEERP has the longest lifespan, followed by
HQRA and then PEDAP, indicating the superior energy
efficiency and durability of EEERP.

Figure 5 illustrates the total energy consumption (in
microjoules, 𝜇J ) for each sensor node ID from 1 to 30
for the three protocols. HQRA starts at around 500 𝜇J and
gradually increases to about 4700 𝜇J , showing a linear
increase in energy consumption. PEDAP begins at around
600 𝜇J and rises more steeply to about 4900 𝜇J , indicating
higher energy consumption per node than HQRA. EEERP
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Figure 4: Comparison of Lifespans (Rounds before First Node
Dies) Across Protocols
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Figure 5: Energy Consumption Across Whole Network for
HQRA, PEDAP, and EEERP Protocols

maintains a constant energy consumption of around 3000
𝜇J across all nodes, suggesting consistent and efficient en-
ergy use. EEERP is the most energy-efficient, consuming
less energy per node than HQRA and PEDAP, and shows
a reliable, uniform pattern that aids in predicting network

lifetime and planning maintenance. HQRA is more energy-
efficient than PEDAP yet less so than EEERP. Due to
its higher energy efficiency, consistency, and scalability
performance, EEERP is the best option for WSNs sensitive
to energy consumption. It uses edge nodes for data relaying
and optimum path selection.

The relationship between energy consumption and
transmission power across different nodes is examined.
The Figure 7 shows that as transmission power increases,
energy consumption rises significantly. This increase in en-
ergy consumption is due to the higher power requirements
for maintaining a stronger signal and ensuring reliable
communication, especially in path loss. Furthermore, the
authors observed that nodes closer to the BS consume
less energy due to their shorter transmission distance. In
contrast, the nodes farther away experience higher energy
consumption as they must transmit over longer distances.
Finally, the results from Figure 5 demonstrate the trade-
offs between transmission power and energy consumption.
The data suggests that maintaining lower transmission
power is beneficial in terms of energy efficiency, but this
must be balanced with ensuring sufficient signal strength
to avoid packet loss.
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Figure 6: Energy Consumption per Node Within Cluster in
HQRA, PEDAP, and EEERP

Figure 6 presents the energy consumption per node
within a cluster for HQRA, PEDAP, and EEERP protocols.
The plot highlights that EEERP consistently shows lower
energy consumption per node within clusters, enhancing
its efficiency and effectiveness in cluster-based networks.

Figure 6 depicts the energy consumption versus trans-
mission power and packet loss for nodes 5 to 9. The Fig-
ure illustrates the trade−off between transmission power,
energy consumption, and the number of packets lost. As
transmission power increases, the energy consumed by
each node also increases, which is expected due to the
higher power required to maintain communication over
longer distances or in the presence of interference.
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Figure 7 shows the EEERP protocol maintains high
reliability through several fundamental mechanisms: it
employs ESNs to relay data, reducing transmission dis-
tance and improving network reliability by decreasing
transmission errors. The protocol uses the Rayleigh fading
model to account for multipath propagation in environ-
ments with obstacles, ensuring accurate reliability predic-
tions. EEERP optimizes energy consumption to prevent
premature node failure and network partitioning, balancing
the energy load across the network to avoid overburden-
ing any single node. Robust routing strategies adapt to
changing network conditions, and multi-hop communi-
cation through edge nodes minimizes path loss and sig-
nal attenuation, enhancing packet delivery success. These
mechanisms collectively ensure EEERP’s high reliability
across various network sizes and conditions.

Presents the network reliability as a function of net-
work size (number of nodes) for the HQRA, PEDAP,
and EEERP protocols. The data demonstrates that EEERP
consistently achieves the highest reliability across different
network sizes, ranging from 98.2% to 98.7%. The results
from Figure 7 indicate that EEERP outperforms HQRA
and PEDAP in terms of network reliability, particularly as
network size increases. Combining optimized energy con-
sumption, multi-hop communication through edge nodes,
and adaptive routing strategies ensures that EEERP main-
tains consistent packet delivery success, minimizing signal
attenuation and path loss.

7. Conclusion
The EEERP protocol represents a significant advance-

ment in WSNs by merging energy-aware path selection
with the straightforwardness of the AODV protocol. This
integration enhances routing efficiency and data transmis-
sion reliability by leveraging edge cluster nodes. The pro-
tocol’s robustness is further strengthened by incorporating

the Rayleigh fading model, which accurately calculates the
probability of successful delivery, thereby addressing the
multipath propagation effects common in wireless com-
munication environments. EEERP utilizes static nodes to
conserve energy, thus extending the operational lifespan of
the network.

The protocol requires that all nodes, including edge
cluster nodes, have the baseline energy set 𝐺𝑖 to begin,
helping balance energy consumption across nodes. Of
course, this uniformity helps manage energy needs and
reduces, correct the phrase, waste out of energy very
quickly at a specified set of nodes thereby improving even
more the network performance.

An important highlight of the EEERP protocol is the
ESN incorporation. ESNs are introduced for the purpose
of internal data transmission within the clusters in order
to offload energy excess on other nodes improving the
network performance. Improved energy management is
important for factors such as duration and reliability of
WSNs especially in the case of limited energy resources.

In A concise the proposed protocol including the in-
tegration of ESNs, the dynamic clustering mechanism,
and the improvements in energy efficiency and network
reliability.
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