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ABSTRACT: - Discrete Fourier Transform (DFT) plays essential role in many signal
processing applications. In this paper, novel hardware architecture is presented for DFT. It is
based on various transform sizes (N) in aim to provide low power and high speed for modern
multimedia applications. The proposed architecture uses two Multipliers and adders to
perform the computation of DFT for different sizes of input data. Full analysis of architecture
is discussed thoroughly for various transform sizes (N). This analysis consists of power
consumption, hardware cost and speed parameters discussion. In addition, the
implementation of this architecture in Field Programmable Gate Arrays (FPGA) is explained.
Less than 1.62 mW dynamic power consumption for N=128 at 100 MHz operating frequency
is achieved by proposed architecture. Finally, the comparison with state of art architectures
results reveals that the proposed architecture outperforms other architectures in terms of
speed and hardware cost.

Keywords: Verilog-HDL, DFT, Synchronous Dataflow Graph (SDFG).

INTRODUCTION

Fourier transforms represent an important tool in the different applications of digital
signal processing (DSP). Such applications include image processing, acoustics, optics,
signal, speech, medical electronics and telecommunications systems & 7. The spectrum
analysis, the linear filtering of signals and correlation analysis are important applications of
the DFT. The spectrum analysis application is based on the close relationship between the
Fourier transform of a signal and the DFT of the same sampled signal .The second
application (linear filtering) is due to the fact that the DFT has the cyclic convolution
property, that is, it can transform the convolution operation into a number of point wise
product.®

The direct computation of DFT requires on the order of N2 operations where N is the
transform size or the filter length. ® Thus, it is difficult and time-consuming to be
implemented in hardware. However, the DFT has an advantage over the FFT because it
requires lower number of iteration cycles which reduces the chip area and power
consumption of its hardware architecture. @

Most of researches to date for implementation and benchmarking of the DFT
algorithms have been performed using general purpose processors, Digital Signal
Processors(DSPs) and dedicated DFT processor ICs . However, as Field Programmable Gate
Arrays (FPGASs) have grown in capacity, improved in performance, and decreased in cost.
They become a useable solution for performing computationally intensive tasks, with the
ability to tackle applications for custom chips and programmable DSP devices. ¢ 310 Many
papers are introduced on fast hardware implementations of DFT. As VLSI technology is
advanced greatly, new criteria of designing and evaluating of the fast algorithms in the
architecture realization. They are designed and optimized for specific tasks such as power
consumption, hardware cost optimization or speed. &9
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The DFT requires low number of iteration cycles and thus lower hardware usage and
power consumption when it compared with the FFT. 4 So, this paper introduces a low power
and high speed architecture for the DFT algorithm based on this property. The proposed
architecture is implemented using Quartus 13.1 design suite from Altera. ®® The Efficient
DFT architecture is developed using hardware description language Verilog-HDL code
generation based on the Synchronous Dataflow Graph (SDFG) specifications.
The important features of the proposed architecture are:
Low power consumption.
Easy to be implemented for any required DFT transform size.
Low initial latency.
Low hardware cost.
Low complexity.

The rest of this paper is organized as follows: in section-Il, the Discrete Fourier
Transform (DFT) algorithm is introduced; section-111 introduces the proposed architectures of
the DFT. The implementation results are listed and discussed in section-1V, comparison and
discussion results are discussed in section -V. Finally, the conclusions are listed in section-VI.

I. THE DISCRETE FOURIER TRANSFORM ALGORITHM (DFT)
The DFT is considered as an important transform that used to analyze signals to its
fundamental and harmonics frequencies. The DFT can be computed using: 2

X [k]zzﬁ‘lx[n]xexp[—j Zﬁk”] (1)

where N is the size of the transform, x the input signal and X is the DFT output signal .The
regular algorithm for DFT computation is shown in Figure (1). The Figure describes the
computation procedure of N sample input signal x[n], where, n and k are the indices in time
and frequency, respectively. X[Kk] and Y[k] are the real and imaginary parts of the DFT
signal.

Il. PROPOSED DFT ARCHITECTURE

The DFT is considered as low iteration cycles algorithm when it compared with the
fast Fourier transform algorithm ® Thus, in this section an efficient DFT Architecture is
introduced. The Signal flow graph, Synchronous Dataflow graph, Data path unit of the DFT
and the top level of the proposed architecture will be explained.
A. Signal Flow Graph

As shown in Figure (1), The DFT required high computation complexity. Therefore, it
is important to present an efficient architecture to tackle the computation challenges of the
DFT. The signal Flow Graph (SFG) of the DFT algorithm is shown in Figure (2). In this
Figure, the input signal, x (n), is multiplied by sin (g) and cos (g) trigonometric functions in
parallel. The addition operations are performed as described by the two nodes X (k) and Y (k)
in Figure (2). RealX and ImagY represent the real and imaginary parts of the DFT output
signals, respectively.
B. Synchronous Dataflow Graph

Synchronous Dataflow Graph (SDFG) consists of operations and tasks that run on a
predefined number of samples to produce fixed number of output values. The DFT SDFG is
shown in Figure (3). There are N2 and N(N — 1) nodes for multiplication and addition
operations, respectively. The feedback paths from output to the multipliers require a delay,
and the delays are denoted by black dots on the SDFG. These delays are implemented using
memory registers. To compute the DFT of the input signal the operations in Figure (3) are
repeated N-times.
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C. Datapath Unit of the DFT

The actual computation operations of any DSP algorithm are represented by a
dedicated Datapath unit. Figure (4) shows the Datapath unit for 8N bits dedicated processor
to compute the DFT for N-sample input data each with 8-bit size.

The DFT processor comprises of register memory, two counters and two Arithmetic
Logic Units (ALU). An N 8-bit register size is required to compute the DFT for N-sample
input data and the two counters are used as controllers. The two ALU are used for real and
imaginary parts data accumulating.
D. Toplevel of the DFT Architecture

In Figure (5) represents the Datapath unit (DU) and the CU is the control unit. The
DU is described section I1-C and the CU is used to generate a control vector (CV) which is
implemented as a finite state machine. The size of the input and output data ports is 8 and 32-
bit, respectively. The output data is distributed as 16-bit for each Real and Imaginary parts.
The input data is fed sample by sample in a rate of one-sample/clock cycle.

. IMPLEMENTATION PERFORMANCE EVALUATION

The proposed architecture is implemented using EP3C5F256C6 Cyclone 111 Altera
FPGA platform. The synthesis results are computed using Quartus 13.1. @ Five transform
sizes are selected to show the performance of the proposed architecture. The selected
transform sizes are N=8, 16, 32, 64 and 128. In additional, any other transform size can be
implemented and evaluated easily.

A. Hardware Utilization Rate

The hardware usage of the proposed DFT architecture is shown in TABLE 1. It can be
noticed from the table, that 15-registers and 26-LUT are required to perform the DFT
computation operations of 8 samples. The required hardware resources increased slightly
according to the size of the transform. It is obvious from TABLE I that four registers and five
LUT are added for each transform size, although the overall hardware usage can be
considered as very low utilization rate. The aforementioned results declare clearly that the
proposed architecture consumes about less than 1% hardware components from the available
platform resources.

B. Power Consumption

The power consumption of the proposed architecture is evaluated using five transform
sizes as shown in TABLE Il to TABLE IV for N=8, 32 and 128 transform sizes. A full
comparison of the dynamic power consumption is shown in Figure (6). The dynamic power
consumption is computed using N=8, 16, 32, 64 and 128-sample transform size for various
operating frequencies.

It can be noticed from TABLE Il - TABLE IV and Figure (6) that the dynamic power
consumption of the proposed architecture is less than 3.18 mW. However, the total power
consumption is about 87 mW. The high total power consumption can be explained because it
depends on static and dynamic power consumption. The dynamic power consumption
depends on the proposed architecture while the static power illustrates the power consumed
by the specific FPGA platform. Thus, to reduce the total power consumption any other FPGA
platform with low static can be used instead.

C. Timing Report

TABLE V illustrates the timing report of the proposed architecture using
EP2S15F67C5 Altera FPGA platform based on N-sample DFT. From the table it is obvious
that up to 264 MHz operating frequency with 0.03 s initial latency can be attained. Even at
high transform size (N=128) an up to 234 MHz operating frequency can be achieved. It is
also clear that the computation time range is from 0.24 to 69 ps for transform size from N=8
to 128, respectively. The low computation time represents an important feature that make the
proposed architecture suitable for various DSP systems. For most desirable systems the
transform size is N=8. It is consistently in evaluation that the N=8 is by far the most efficient
algorithm in terms of computation time with high speed. Further, the initial latency represents
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an important parameter for the comparison of speed performance in DSP applications. In
particular, low latency rate is usually desirable in most high-performance DSP applications.
So, all DFT processor performance shown in TABLE V have latency range from 0.03 to 0.55
ps for N=8 to N=128, respectively.

V. COMPARISON AND DISCUSSION

In this section, the performance of the proposed DFT architecture is compared with
state of art architectures in terms of hardware cost and processing speed as shown in TABLE
VI and TABLE VII. It can be noticed from TABLE VI that the proposed architecture has the
advantage of low hardware usage whenever compared with other architectures, only 2
multipliers and 2 adders are required to perform the computation of the DFT in the proposed
architecture. The reduction of hardware resources is achieved by minimizing the required
number of adders. This minimization is the best among proposed and state of art
architectures. Thus, the low hardware usage of the proposed architecture turns out to be an
appropriate solution for VLSI implementation whereas the hardware cost is a crucial factor.

TABLE VII presents a comparison between the performance of the proposed
architecture with other architectures ® 1 1Y The maximum operating frequency and the
required number of logic cells are listed in TABLE VII. It is obvious that an up to 264 MHz
can be achieved which is much higher than the operating frequency of other architectures.
Furthermore, the required number of logic cells is much less than required number in other
architectures © %11 Hence, the proposed architecture provides efficient DFT architecture in
terms of performance which make it suitable candidate for the low hardware usage and high
frequency requirement applications.

VI. CONCLUSIONS

In this paper, low power and high speed architecture for DFT is introduced. The DFT
architecture is tested using various transform sizes N=8, 16, 32, 64 and 128, so it is suitable
for any transform size. The whole DFT computation process is accomplished using two
adders, two multipliers and a memory buffer. The performance analysis of the proposed
architecture reveals that a speed of up to 264 MHz for N=8 can be achieved with 0.03 and
0.24 ps initial latency and computation time, respectively. Further, the dynamic power
consumption is less than 3.18 mW for N=128 while it reduced to 0.8 mW for N=8. The
performance of the proposed DFT architecture outperforms other architectures in terms of
hardware usage and speed. The low hardware usage can be considered as an important feature
for limited area applications.
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TABLE I: Utilisation rate, Maximum speed, initial latency and computation time of the
proposed architecture using various DFT sizes

Available Transform Length
Resources N=8 N=16 N=32 N=64 N=128
Dedicated logic register 5136 15 19 23 27 31
Number used as logic 5136 26 26 36 42 47
Number of 10s 183 59 65 67 71 75
Combinational LUTs 5136 26 31 36 42 47
Average fan out -- 1.32 14 15 1.57 1.63
TABLE II: Power Consumption Details of the Proposed Architecture When N=8
Clock Frequency | I/O Power Dynamic Static Total
(MHz2) (mW) (mw) (mw) (mw)
50 17.1 0.74 46.12 64.03
100 19.9 1.46 46.13 67.51
150 22.75 2.17 46.13 71.05
200 25.53 2.9 46.13 74.57
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TABLE I11: Power Consumption Details of the Proposed Architecture When N=32

Clock Frequency 1/0 Power Dynamic Static Total
(MH2) (mw) (mW) (mW) (mW)

50 19.19 0.88 46.13 66.19

100 23.4 1.56 46.13 71.1

150 27.64 2.31 46.14 76.09

200 31.81 3.07 46.14 81.01

TABLE IV: Power Consumption Details of the Proposed Architecture When N=128

Frgqlﬁglr(\cy 1/0 Power Dynamic Static Total

(MHz) (mW) (mW) (mW) (mW)

50 21.37 0.8 46.13 68.3

100 26.85 1.62 46.14 74.6

150 32.26 2.39 46.14 80.8

200 37.79 3.18 46.15 87.12
TABLE V: Implementation Timing Report of the proposed architecture using

EP2S15F672C5 Altera FPGA Platform

Transform Length

N=8 N=16 N=32 N=64 N=128
Max Speed (MHz) 264.69 260.42 246.79 232.99 234.63
Initial Latency (ls) 0.03 0.06 0.13 0.27 0.55
Computation Time (s) 0.24 0.98 4.15 17.58 69.83

TABLE VI: Hardware costs for various DFT architectures

Adder/ subtractor Multiplier
Computations of DFT®) 4 2
RDFT(9) 12 2
DFT-NEDA® 31 0
The proposed architecture | 2 2

TABLE VII: Comparison between the proposed architecture and other architectures

Max Operating

Resource Usage

Frequency (MHz) (Logic Cells)
FET-LC@ 43,51 4723
FFT-DA®Y 74.36 7222
RDFT(9) 69.31 780
DFT-NEDA® 82.03 428
The proposed architecture 264.69 126
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N =Transform size

X [n]= Input samples
for(k =0;k <N;k ++){
X [k]=0;

Y [k]=0;

for(n=0;n <N ;n++){

X [k]=X [k]+x[n]xcos(27;knj

Y [k]=Y [k]+x[n]xsin(27l;knj

3}

Figure (1): The DFT computation algorithm
x(n)
cos(g) sin(g)
X(k) Y(k)
OO
RealX ImagY

Figure (2): Signal Flow Graph

X(k=0) X(k=1)  X(k=2) X(N-1)

Y(k=0) Y(k=1) y(k=2) Y(N-1)

Figure (3): Synchronous Dataflow Graph (SDFG)
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Figure (4): The Datapath Unit of the DFT.
ck[ >
CuU:CU DU:DU
Counter_k_en Counter_k_en
Counter_k_reset Counter_k_reset
Counter_n_en Counter_n_en
Counter_k_cmp Counter_n_reset ‘Counter_n_reset Counter_k[9..0] D Counter k[9 D]
Counter_n_cmp _ Radd_en Counter_k_cmp -
dk = Radd_reset S —D Counter_n[9..0]
reset D reset [ Real_X_en Counter_n_cmp
start D start Imaginary_Y[15..0] D . inary_Y[15..0]
| Real _X[15..0]
xn[7..01 >
> done
[ psl2.0]

Figure (5): The Toplevel of DFT architecture for N=32
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Figure (6): Dynamic power consumption of the proposed architecture using N=8, 16, 32, 64
and 128 for various operating frequencies
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